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The content herein is provided for informational and discussion purposes only.
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copyright law. Unauthorized use, reproduction, or distribution of these materials without express written permission from the
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not be recorded, transcribed, shared, or disseminated in any form or medium.
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Moore’s Law: The number of transistors on microchips doubles every two years
Moore's law describes the empirical regularity that the number of transistors on integ
This advancement is important for other aspects of technological progress in computing
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Abstract

Join this session to learn how the High Performance Architecture (HPA) team at
Citigroup Global Markets is delivering the next generation of its trading systems with
multi-site self-healing using Red Hat OpenShift. With its new bank-in-a-box HPA
solution, Citigroup Global Markets can quickly and reliably develop, deploy, and
manage applications across teams, projects, and IT environments. Based on Red Hat
Enterprise Linux and Red Hat OpenShift, the new HPA solution integrates data,
business logic, and interfaces in a single environment. Red Hat OpenShift provides
automated operations, consistent experiences, and self-service provisioning to help
teams work together more efficiently as they move ideas from development to
production. It also minimizes risks to bank and customer information, as transaction
data travels through shared container memory rather than from server to
server across the network fabric.



Physical deployment

No single point of failure...
Isolated hardware
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Datacentre B - IXN

Consider failure boundaries
Degradations

LOSS Citi Containerised Citi Containerised
App App

Disruption

Datacentre A - LD4

Kubernetes Cluster (Control plane) _
3 X X86 — tiny boxes/blades @

Kub Kub Kubernetes
Mam; Node Master Node Master Node
2 3

Kubernetes Cluster (Bank In a Box)
Lenovo SR950 8 CPU, 224 Cores.

Kubernetes Cluster (Bank In a Box)
Lenovo SR950 8 CPU, 224 Cores.

1.5TB RAM 4u 1.5TB RAM 4u

Citi Containerised Citi Containerised
App App

=Ns
T =

Citi Containerised Citi Containerised Citi Containerised Citi Containerised
App App App App

Citi Containerised Citi Containerised Citi Containerised Citi Containerised
App App App App

Chaos test...

/O\,

T

Rackspace - 11U of hosts

SR530 [1U]
SR530[1U]
SR530 [1U]

SR950 [4U]

SR950 [4U]




Physical deployment - diving deeper...not all cores are equal..
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NUMA zones and microservice placement

4 sockets — mesh topology 4 sockets — ring topology
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Access Level Latency (ns)
L1 Cache 1-3
L2 Cache 3-10
L3 Cache 10-40
Main Memory (DRAM) - Local NUMA Zone 60 - 100
Main Memory (DRAM]) - Distant NUMA Zone 100 - 300
Peer over 10GbE (Kernel Bypass) 10,000 - 30,000
Local Disk (SSD) 50,000 - 200,000
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Microservice Topology
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State and self-healing

Microservices as OpenShift “Statefulsets”
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Questions / Discussion..
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